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Abstract

Motivated by recent experimental and theoretical results, we have studied the diffraction of atoms (D, 3He, 4He)
from KCl(001). To perform this study, we have computed continuos potential energy surfaces (PESs) using density
functional theory to obtain total interaction energies, with and without taking into account van der Waals forces,
and the corrugation reduction procedure. Subsequently, we have performed quantum dynamics simulations using the
multi-configuration time-dependent Hartree method. Our simulated spectra compare rather well with those recorded
experimentally, specially well for 3He. The agreement is, in general, better for incidence along the [100] direction. In
the case of He projectiles, the inclusion of vdW forces does not systematically improve agreement with the experiment.
Finally, in agreement with similar calculations for other systems, we have found that the diffraction spectra are quite
sensitive to the subtle characteristics of PES, whereas phonons and electronic excitations seem to play a minor role.
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1. Introduction

Diffraction of light projectiles from surfaces under
fast (Ei ≈ 0.2 – 20 keV) grazing incidence (1◦ – 3◦)
takes place due to the decoupling of the fast motion par-
allel to the surface and the slow motion perpendicular
to it, and to the fact that the perpendicular de Broglie
wavelength (λ⊥i ) associated with the projectiles is of the
same order of magnitude as the surface lattice parame-
ter [1]. Similar to thermal or quasi thermal projectiles
diffractive scattering [2, 3], grazing incidence fast atom
diffraction (GIFAD) ensures exclusive surface sensitiv-
ity of the diffraction patterns. But, contrary to this for-
mer technique, GIFAD is not limited by surface temper-
ature, because under these extreme conditions scatter-
ing occurs over tens of successive surface atoms which
drastically reduces the thermal decoherence [4, 5]. Fur-
thermore, GIFAD can work with normal incidence en-
ergies higher than those reached in typical low-energy
atomic diffractive scattering experiments (limited by the
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nozzle temperature), and therefore it can be used to ex-
plore regions of the potential energy surface (PES) that
are not accesible in these latter experiments.

GIFAD has been a lively field since 2007, where
first experimental measurements were published [6, 7].
This experimental technique has been already used to
study a wide variety of systems, insulators [1, 8], semi-
conductors [9, 10], oxides [11, 12, 13, 14], metals
[15, 16, 17, 18], monolayers grown on metal surfaces
[19], graphene adsorbed on SiC(0001) [20, 21], re-
constructed surfaces [22, 23], and superstructures ad-
sorbed on metal surfaces [24, 25, 26, 27, 28, 29]. In
this context, theoretical calculations are called to play
a main role in understanding experimental measure-
ments, and describing the physical mechanisms respon-
sible for them. To date, several groups have worked
on GIFAD simulations considering both insulating and
metal surfaces. For example, in the case of insulators,
Aigner et al. [5] employed ab initio quantum trajectory
Monte Carlo simulations, in combination with a model
two-dimensional PES calculated as the string average
along the crystallographic incidence direction of the full
PES, calculated at a multiconfiguration self-consistent
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field theory level for a large LiF cluster, to reproduce
the experimental pattern of GIFAD for He/LiF(001),
which allowed them to extract surface buckling infor-
mation at unique level of details. Taking H/LiF(001)
as a benchmark system, Muzas et al. [30] showed, by
means of multiconfigurational time-dependent Hartree
(MCTDH) quantum dynamics calculations on a den-
sity functional theory (DFT) based PES, that GIFAD
conditions are satisfied for incidence angles (total en-
ergies) much larger (smaller) than the typical ones em-
ployed in the experiments. This result means that it
is possible to perform accurate theory-experiment com-
parisons while reducing substantially the computacional
resources and time. DFT-based potentials, in combina-
tion with a wave-packet propagation method, have been
used by Debiossac et al. [21] as reference to show that
the macroscopic corrugation of the moiré pattern dis-
played by a monolayer of graphene on SiC(0001) can
be fairly well reproduced using a hard-corrugated-wall
model, without taking into account soft-wall correc-
tions. GIFAD from insulating surfaces have also been
extensively studied by Gravielle and col. These authors
have used a surface eikonal approach (SEA) to show, for
example, that a proper description of the elastic scatter-
ing of He and Ne along the 〈110〉 LiF(001) crystallo-
graphic direction requires a good representation of the
polarization potential describing the projectile-surface
interaction, whereas along the 〈100〉 direction the po-
larization is negligible [31, 32]. Later on [33], they
introduced the surface initial value representation ap-
proximation (SIVRA) which solves the problem of the
rainbow singularities found in their previous SEA-based
study, due to a classical description of the atom dynam-
ics. They have also studied the role of van der Waals
(vdW) forces in H GIFAD from LiF(001) [34]. Using
the SIVRA method, they have shown the minor role
that vdW forces play in 4He GIFAD from KCl(001).
Very recently [35], they have included the effect of
the phonons in Ne/LiF(0001) using the semiquantum
method Phonon-SIVRA, which introduce the crystal
lattice vibrations using a harmonic crystal model. In
the case of metal surfaces, Tiwald et al. [17] showed,
using Monte Carlo trajectory simulations, that a sim-
ple superposition of binary atom-atom potentials fails
to describe the interaction of atomic proyectiles with
aluminum surfaces at GIFAD conditions, only dynam-
ics simulations using PESs based on interpolation of
DFT energies showed a satisfactory agreement with ex-
periment. The success of DFT-based PESs to describe
atom-metal surface interactions at GIFAD conditions
has been further confirmed by Rios et al [18]. These
authors have used those kind of potentials and the sur-

face eikonal approximation, which includes the quan-
tum interference between contributions from different
projectile-paths, to study He GIFAD from Ag(110). For
this system it had also been suggested, using a semiclas-
sical formalism including a friction force in the classi-
cal dynamics method, that inelastic electronic processes
contribute to GIFAD pattern as a constant background
with two maxima at the classical rainbow momentum
[36].

In this manuscript, we present the results of a sys-
tematic study of GIFAD for D, 3He, and 4He scattered
from KCl(001) for a wide range of normal incidence en-
ergies. To perform this study, we have built three con-
tinuous PESs by interpolation of DFT energies. In the
case of He, we have built two PESs, one including vdW
forces and another one without such interactions. Based
on these PESs, we have performed quantum dynamics
calculations using the MCTDH approach.

2. Theoretical approach

2.1. PESs construction

Taking into account the low mass and high parallel
momentum of the incoming projectiles, and the insulat-
ing character of the KCl(001) surface, we have worked
within the Born-Oppenheimer static surface (BOSS)
framework. The validity of the BO is further supported
by GIFAD experiments performed for He,H/LiF(001)
[37], which show that electronic excitations play a neg-
ligible role for He projectiles. On the other hand, elec-
tronic excitations are the dominant mechanism of deco-
herence for H projectiles. However, as shown in Ref.
[37], decoherence does not modify the diffraction pat-
terns, and does not totally suppress diffraction for in-
cidence energies below 1.5 eV. Similar results could
be expected for other insulating surfaces. Within the
BOSS approximation, all surface atoms are frozen at
their equilibrium positions, which means that the only
degrees of freedom of the system considered are those
of the projectile, i.e., the investigated systems have
been described by three-dimensional (3D) PESs. Once
the PESs have been built, we have performed quantum
dynamics to eventually obtain state-to-state diffraction
probabilities.

The continuous PESs, representing the electronic
structure of each of the systems studied here, have been
built by interpolation of a set of DFT energies, com-
puted at several relevant geometries of the configura-
tion space, using a slightly modified version [38, 39]
of the corrugation reducing procedure (CRP) [40]. The
DFT energies have been computed using the plane wave
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based software package VASP [41, 42, 43, 44]. The in-
teraction of the core electrons with the nuclei has been
described within the projector augmented wave (PAW)
framework [45, 46]. The plane wave expansion has been
limited with a cutoff energy of 550 eV for D/KCl(001),
and 750 eV for He/KCl(001). The Brillouin zone has
been sampled with a 3×3×1 k-point grid. The KCl(001)
surface has been modeled by a 5-layer slab, and a (2×2)
unit cell to avoid interactions between the projectile and
its periodic images. The interaction between the projec-
tile and the top periodic image of the surface has been
minimized by including a 20 Å layer of vacuum in the
z direction, perpendicular to the surface. With these pa-
rameters, we have obtained a surface lattice constant,
a, equal to 4.50 Å , in good agreement with the exper-
imental value, 4.43 Å [47]. After relaxation, the in-
terlayer distance and the rumpling, with the Cl− (K+)
ions displaced outwards (inwards), are also in reason-
able agreement with previous theoretical calculations
[8, 48] and experimental results [47]. The agreement
for the top-layer rumpling is specially remarkable, as
shown in Table 1. An important issue to take into ac-
count when using DFT is the description of the vdW
dispersion forces. Standard functionals within the gen-
eralized gradient approximation (GGA) do not include
explicitly vdW forces, however it has been shown that
GGA functionals may yield accurate results for reactive
and non-reactive scattering [49, 50] providing that vdW
forces do not play an important role in the electronic
structure of the system, as expected for D/KCl(001).
Thus to build this PES, we have used the standard PBE-
GGA functional [61]. However, in the case of the
He/KCl(001) PES, it is not clear either to what extent
standard GGA functionals yield accurate results, or to
what extent the methods available in the literature are
able to account properly for the subtle vdW effects as-
sociated with He diffraction [52]. Taking into account
these uncertainties, we have computed two PESs for
He/KCl(001), one based on PBE energies, and another
one based on vdW-DF2 [53] energies. We have selected
specifically this functional because it has been found
previously to give the best description of diffraction of
another noble gas, Ne [54]. We have computed DFT
energies for 75 z coordinates at 6 different (x,y) posi-
tions for each PES (see Fig. 1). Subsequently, the en-
ergies have been interpolated using the modified CRP
method. Thus, the 3D PES, V3D(R), can be written as:

V3D(R) = J3D(R) +

n∑
i=1

QK(Ri)L(Ri) +

m∑
j=1

QCl(R j)L(R j)

(1)

Figure 1: Representation of the irreducible KCl(001) unit cell in light
grey. Grey dots indicate the (x, y) geometries of the 6 positions used
in the CRP interpolation.

Table 1: Structural parameters of the KCl(001) surface. Here, d being
the interlayer distance and ∆ de rumpling. Layers are numbered from
the top-most one.

Layer 1 Layer 2
d(Å) ∆(Å) d(Å) ∆(Å)

Theory1 3.189 0.0325 3.182 0.0047
Theory2 —- 0.03
Theory3 —– 0.025
Exp.4 3.139 0.0286 3.150 -0.00113

1This work
2 Ref. [8]
3 Ref. [48]
4 Ref. [47]
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Figure 2: 2D(x,y) cuts corresponding to the H/KCl(001) PBE-PES. (a)
z=5.0 Å with a contour level spacing ∆E= 0.05 meV; (b) z=4.0 Å with
∆E= 0.04 meV; (c) z=3.5 Å with ∆E= 0.1 meV; (d) z=3.0 Å with ∆E=

1.0 meV; (e) z=2.5 Å with ∆E= 5.0 meV; (f) z=2.0 Å with ∆E= 0.05
eV. K and Cl atoms positions are shown in Fig. 1.

with

L(z) =

[
1 + exp

( z − z0

δz

)]−1

. (2)

Here R represent the (x, y, z)-coordinates vector of the
atomic projectiles, Ri and R j are the distances between
the projectile and the ith K and jth Cl surface atom, re-
spectively. Q is the 1D potential of the projectile atom
on top of the ith K or jth Cl surface atom, and J3D(R)
is the 3D smooth function that has been interpolated in
z using cubic splines, and in (x, y) with a symmetry-
adapted Fourier expansion. According to these equa-
tions, far from the surface we interpolate directly V3D,
whereas close to the surface a pure CRP interpolation
is applied. For any other intermediate z-position, the
choice of parameters δz and z0 will control the amount
of CRP applied to the interpolation. Here, we have used
z0=5.0 Å and δz=0.21 Å.

In Fig. 2, we show several 2D(x, y) cuts displaying
the characteristics of the interpolated D/KCl(001) PES.
From these plots, we can see that the K-top sites ex-
hibits the highest repulsive potential far from the surface
(z>5.0 Å) and close to it (z<3.0 Å), however between
5.0 and 3.0 Å the potential at the Cl-top sites becomes
the less attractive. Thus, around the classical turning

Figure 3: 2D(x,y) cuts corresponding to the He/KCl(001) PBE-PES.
(a) z=5.0 Å with a contour level spacing ∆E= 0.05 meV; (b) z=4.0
Å with ∆E= 0.1 meV; (c) z=3.5 Å with ∆E= 0.3 meV; (d) z=3.0
Å with ∆E= 3.0 meV; (e) z=2.5 Å with ∆E= 20 meV; (f) z=2.0 Å with
∆E= 0.1 eV. K and Cl atoms positions are shown in Fig. 1.

points the potential at K-top and Cl-top sites are very
similar.

He projectiles, on the other hand, feel the highest re-
pulsive potential at the K-top sites far from the surface
(see Figs. 3 and 4). However the potential at the Cl-top
sites increases rather fast, in such a way that at around
z=3.5 Å becomes more repulsive than at the K-top
sites. Thus, He projectiles, at the typical classical turn-
ing points, feels a more repulsive potential at the Cl-top
sites. From the comparison between Figs. 3 and 4, we
can see that PESs built based on the PBE and vdW-DF2
functional are very similar, and only very subtle differ-
ences are observed, therefore only small differences are
expected in the diffraction spectra.

2.2. Quantum dynamics
We have studied the dynamics by solving the time-

dependent Schrödinger equation:

Ĥφ(R, t) = i
∂φ(R, t)
∂t

, (3)

where

Ĥ3D = −
1

2M

(
∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2

)
+ V3D(R). (4)

4



Figure 4: 2D(x,y) cuts corresponding to the He/KCl(001) vdW-DF2-
PES. (a) z=5.0 Å with a contour level spacing ∆E= 0.05 meV; (b)
z=4.0 Å with ∆E= 0.1 meV; (c) z=3.5 Å with ∆E= 0.5 meV; (d) z=3.0
Å with ∆E= 3.0 meV; (e) z=2.5 Å with ∆E= 20 meV; (f) z=2.0 Å with
∆E= 0.1 eV; K and Cl atoms positions are shown in Fig. 1.

The solutions of the time-dependent Schrödinger
equation have been obtained through the multi configu-
ration time-dependent Hartree (MCTDH) method [55],
using the Heidelberg MCTDH package [56]. In the
MCTDH framework the time-dependent wave function
is represented as a sum of Hartree products of time-
dependent single-particle functions (SPFs), ϕ(k)

jk
. Thus

the 3D wave function is expressed as:

φ(Q1,Q2,Q3, t) =

n1∑
j1=1

n2∑
j2=1

n3∑
j3=3

A j1, j2, j3 (t) (5)

3∏
k=1

ϕ(k)
jk

(Qk, t),

where Qk represents the kth mode (in our case mode is
equal to degree of freedom), and A j1, j2, j3 (t) are the time-
dependent expansion coefficients. The SPFs are in turn
expanded in a primitive time-independent basis set:

ϕ(k)
jk

(Qk) =

Nk∑
ik=1

a(k)
ik , jk

(t)χ(k)
ik

(Qk). (6)

The MCTDH method allows one to calculate state-to-
state diffraction probabilities through a flux analysis of

Table 2: MCTDH parameters

Initial wave packet
Width, ∆ z (Å) 0.40
Position, z0 (Å) 8.50

Grid parameters
Type x,y,z FFT

Nx, Ny 720, 720
x,y-range (Å) 0.00-4.50
z-range (Å) -0.75-15.00

Nz 324
SPFs x,y,z 20,20,10

Propagation time (fs) 300-3000
Complex absorbing potential

z-range (Å) 6.50-15.00
order 2

strength (au) 1.9 10−6 - 3.75 10−5

the scattered wave function, once it has been adsorbed
by a complex absorbing potential (CAP) located at the
non-interacting region. Details about the initial wave
packet, SPFs, primitive grid and CAP are given in Table
2.

Eventually, it is also worth noticing that the MCTDH
algorithm is more efficient when the potential is ex-
pressed as a sum of 1D functions. So thus, we have
used the POTFIT algorithm [57, 58] to transform our
non-separable 3D PESs into this form. POTFIT approx-
imates the potential as a function of 1D natural poten-
tials υ jk :

V3D ≈ Vapp =

m1∑
j1=1

m2∑
j2=1

m3∑
j3=1

C j1, j2, j3 (7)

υ j1 (Q1)υ j2 (Q2)υ j3 (Q3)

where the expansion coefficients, C j are calculated as
the overlaps between the potential V3D and the natural
potential υ j. The accuracy of the potential fit can be im-
proved by performing Niter iterations aiming to improve
the potential description inside the relevant dynamical
region. In this iterative process, we use a modified ref-
erence potential Ṽ3D, defined as a linear combination of
the exact potential V3Dand the fitted potential Vapp:

Ṽ3D
i1,...ip

= wi1,...,ip V3D
i1,...,ip

+ (1 − wi1,...,ip )Vapp
i1,...,ip

, (8)

where w is a weight function whose value is 1 inside
the relevant dynamical region, and < 1 in the rest of
the grid. In order to reduce the computational resources
used and to avoid numerical inaccuracies in the potential
fitting procedure of the repulsive regions, a maximum
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Table 3: Parameters used in the POTFIT procedure. ∆rms and ∆rmsr

represent the root-mean-square error in all grid points and in the rel-
evant dynamical region, respectively; max(ε) and max(ε)r represent
the maximum error in all grid points and in the relevant dynamical
region, respectively.

Natural potential basis
mx, my, mz 60, 60, contr
Relevant dynamical region

V (eV) <3.00
Vmax (eV) 5.00

z (Å) > 0.00
Niter 4

POTFIT accuracy
∆rms,∆rmsr (meV) 0.84, 0.05

max(ε),max(ε)r (meV) 53.49, 3.00

potential value Vmax was used. In table 3, we show all
relevant parameters used in the POTFIT procedure.

3. Results and discussion

We have performed dynamics for a wide range of ini-
tial normal energies in order to match the range mea-
sured experimentally. For that purpose, we have run 11
dynamics simulations for each incidence direction (see
Fig. 5), [110] (φi = 0◦) and [100] (φi = 45◦). With this
number of simulations, we cover the whole normal en-
ergy experimental range, 50-600 meV. The correspond-
ing parallel energy for each condition is chosen so that
the incidence angle with respect to the surface is kept
constant at θi = 2◦ (E‖i =

E⊥i
sin2 θi

cos2 θi). From our simu-
lations, we can make 3D plots of the diffraction proba-
bilities as a function of the perpendicular incidence en-
ergy, and diffraction order, n. However, to display our
results in the same format as the experimental one, we
have transformed the (n,E⊥i ) data set into a (Θ, λ⊥i ) data
set, Θ being the deflection angle, and λ⊥i the perpendic-
ular incidence de Broglie wavelength associate to the
projectile. The relationship between the deflection an-
gles and the diffraction orders is given by the Bragg law
for the normal motion, dsinΘ = nλ⊥i , where d is the
channel periodicity at a particular incidence direction.
For a better comparison between our simulations, which
yield diffraction peak probabilities that are delta func-
tions, and the experimental spectra, we have convoluted
our results with 2D Gaussian functions, of widths 3 deg.
and 0.025 Å, to simulate the typical width of the exper-
imental peaks.

In Fig. 6, we show the diffraction spectra for D pro-
jectiles along the [110] and [100] KCl(001) crystallo-

Figure 5: Schematic representation of the diffraction process at graz-
ing incidence of atomic projectiles from a KCl(001) surface, with the
projectile path represented in red. We indicate in the detection plane
both the deflection angles, Θ, and the diffraction orders, n. The inset
shows a top view of the surface, indicating the two incidence direc-
tions considered in our study, [110] and [100], as well as their corre-
sponding φi value.

graphic directions, together with the experimental spec-
tra reported in Ref. [59]. From Fig. 6 left panels, we
can see that our theoretical simulations reproduce fairly
well the experimental results along the [100] crystallo-
graphic direction, in the sense that the same maxima and
minima appear at the same (Θ, λ⊥i ) values. This result
supports our choice of the PBE DFT functional. As pre-
viously shown in the case of He diffraction from metal
[52] and semiconducting [60] surfaces the choice of the
functional has a decisive influence on the surface corru-
gation, and therefore on the diffraction spectra. On the
other hand, the agreement regarding the relative inten-
sity of diffraction orders is not that satisfactory for λ⊥i
values below 0.8 Å. Although to perform a good com-
parison between theory and experiment, the experimen-
tal diffractograms should be available. The good agree-
ment with experimental results for λ⊥i ≥0.8 Åcontrasts
with previous results for H/LiF(001) obtained by Bocan
et al [34], which show that the inclusion of vdW effects
in the construction of the PES improves the agreement
with experimental measurements for λ⊥i >0.4 Å. How-
ever, the corrugation characteristics of these two PESs,
H/KCl(001) and H/LiF(001), are quite different, and
therefore the role of vdW effects may also be quite dif-
ferent. Regarding the simulated spectra along the [110]
direction (Fig. 6 right panels), the agreement with ex-
periment worsens. In this case, the computed relative
intensities of the highest diffraction orders are under-
estimated with respect to the experimental results, and
the simulated diffraction patterns are shifted towards
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Figure 6: Diffraction spectra of D from KCl(001). Top panels are ex-
perimental spectra from Ref [59] and bottom panels simulated theo-
retical spectra. Left and right panels correspond to incidence along the
[100] and [110] crystallographic directions, respectively. The dashed
yellow lines are just to guide the eye.

higher λ⊥i values with respect to the experimental spec-
tra. A similar shift with respect to the experimental
spectra has been previously reported, for example, for
H/LiF(001) [30] and 4He/KCl(001) simulated diffrac-
tion spectra [48]. As already discussed in Ref. [48] this
shift may be due to inaccuracies in the description of the
surface rumpling.

We have also performed simulations for 3He and 4He
diffraction (see Figs. 7 and 8). In these cases, as already
discussed in Sec. 2.1, anticipating a possible influence
of the vdW dispersion forces, we have carried out simu-
lations using two different PESs, one based on the PBE
[61] functional and another one based on the vdW-DF2
[53] functional. In this latter functional the effect of
dispersion forces are taken into account through a non-
local electron correlation correction to the exchange-
correlation energy.

Results for 3He are shown in Fig. 7. In this case, for
both incidence crystallographic directions, [100] (left
panels) and [110] (right panels), we observe a quanti-
tative agreement between the experimental results (top-
row panels) and our PBE-PES simulations (middle-row
panels) with maxima and minima located at almost the
same (Θ,λ⊥i ) values within the whole energy range stud-
ied. However, the relative intensities at λ⊥i values below
0.5 Å seem to be underestimated in our simulations.
Spectra obtained with the vdW-DF2-PES (bottom-row
panels) display a similar overall structure, however a
shift towards higher λ⊥i is observed. Thank to this shift,
the vdW-DF2-PES yields a slightly better agreement
with the experiment patterns along the [100] crystallo-

Figure 7: Diffraction spectra of 3He from KCl(001). Top panels are
experimental spectra from Ref [59], middle panels are simulated the-
oretical spectra using the PBE-PES, and bottom panels are simulated
theoretical spectra using the vdW-DF2-PES. Left and right panels cor-
respond to incidence along the [100] and [110] crystallographic direc-
tions, respectively. The dashed yellow lines are just to guide the eye.

graphic direction for λ⊥i values below 0.5 Å. On the con-
trary, in the case of the [110] crystallographic direction,
the agreement with the experimental spectrum is worsen
respect to PBE-PES results. This is specially apparent
for low order diffraction peaks intensity and location for
λ⊥i < 0.6 Å. These results suggest that the interaction
between 3He and KCl(001) is, general speaking, bet-
ter described by the PBE-PES, which agrees with pre-
vious results obtained for He/Ru(0001) [52], suggest-
ing that current vdW corrections to DFT, even those
describing accurately other noble gas atoms interaction
with surfaces [54], overestimate the He/surface interac-
tion. The negligible role of vdW forces in He GIFAD
has been previously found, for example, for He diffrac-
tion from the β2(2×4) reconstruction of GaAs(001) [9],
for which it was found that quantum simulations using
a PES based on PW91 [51] DFT calculations (which
do not include vdW effects) reproduce fairly well ex-
perimental spectra for perpendicular incidence energies
above 30 meV.

At this point, it is also worth pointing out the good
agreement between the experimental spectra and PBE
simulations for incidence along the [110] crystallo-
graphic direction, better that the agreement obtained
for H/KCl(001) (see Fig 6 right panels), which seems
to indicate that possible inaccuracies in the rumpling
description have a lower influence in this case. This
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Figure 8: Diffraction spectra of 4He from KCl(001). Top panels are
experimental spectra from Ref [59], middle panels are simulated the-
oretical spectra using the PBE-PES, and bottom panels are simulated
theoretical spectra using the vdW-DF2-PES. Left and right panels cor-
respond to incidence along the [100] and [110] crystallographic direc-
tions, respectively. The dashed yellow lines are just to guide the eye.

is probably due to the fact that the average classical
turning point for 3He is located further away from the
KCl(001) surface than that for D, and therefore, 3He is
scattered from a region of the PES where the rumpling
is hardly felt by the projectile.

In Fig. 8, we show results for 4He/KCl(001). In
this case, the simulated spectra based on the the PBE-
PES reproduce the experimental measurements within
a small shift towards smaller λ⊥i , similar for both crys-
tallographic directions. Thus, our PBE-PES reproduces
a little worse the experimental spectra for 4He than for
3He. On the other hand, the theoretical spectra simu-
lated based on the vdW-DF2-PES are similar to those
obtained from the PBE-PES, but shifted towards higher
λ⊥i values, in such a way that along the [110] incidence
direction vdW-DF2 spectra reproduce pretty well the
experimental ones, whereas along the [100] direction
vdW-DF2 spectra are clearly shifted towards higher λ⊥i
values with respected to experimental spectra.

It si also worth comparing our results for
4He/KCl(001), with previous theoretical simula-
tions available in the literature [48]. These latter
simulations were carried out using the semi-quantum
approach SIVR and a PBE-DFT based PES. Inter-
estingly, spectra shown in Ref. [48] resemble our
vdW-DF2 spectra more that our PBE spectra. As the
PBE-PES used in Ref. [48] was also built using the

corrugation reducing procedure, the differences found
can only be due to either the different parameters used
in the DFT calculations, leading to slightly different
surface parameters (lattice constant and rumpling), or
the to different dynamics methods used to calculate
the diffraction probabilities. Taking into account that
small changes in the corrugation of the PES lead to
measurable changes in the diffraction spectra, it seems
plausible to point to the slightly different surface
parameters as the source of the differences observed
between our PBE spectra and those from Ref. [48].

4. Conclusions

We have carried out MCTDH quantum dynamics
simulations for D and He diffraction from KCl(001) un-
der GIFAD conditions as a function of the normal inci-
dence energy, using DFT-based PESs. From the, gener-
ally speaking, rather good agreement between our simu-
lated spectra and the, previously recorded, experimental
spectra, we can draw some interesting conclusions:

• In line with previous GIFAD results for other atom-
surface systems, we have found that DFT-based
PESs describe rather well the interaction of D and
He projectiles with KCl(001).

• Regarding the role of van der Waals forces, our
results seem to indicate that either these forces
play a minor role in He GIFAD or the vdW-DF2
DFT functional, which has shown to describe rea-
sonably well molecule- and atom-surface interac-
tions with a strong vdW component, fails to re-
produce weak vdW interactions. At this point, we
should also remark that the very good results ob-
tained with PBE, a functional that does not include
a proper description of vdW forces, may be due to
an errors cancelation.

• Taking into account that we have worked within
the static surface approximation, we can safely
conclude that the effect of phonons and/or energy
exchange between the projectile and the surface is
negligible, or at least, that it does not change sub-
stantially the relative intensity of diffraction peaks.

• In view to the good agreement between our adia-
batic simulations and the experimental results, we
can also conclude that electronic excitations, al-
though are expected to be present in the experi-
ments due to the highly energetic collisions, do not
affect significantly the relative intensity of diffrac-
tion peaks.
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Finally, we should point out that a more accurate
comparison between theoretical simulations and exper-
imental results will require the knowledge of the ex-
perimental diffractograms. We hope that our work will
stimulate further experimental works to make diffrac-
tograms available.
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Winter, Appl. Phys. Lett. 105 (2014) 051603.

[15] N. Bundaleski, H. Khemliche, P. Soulisse, P. Roncin 101 (2008)
177601.

[16] M. Busch, A. Schüller, S. Wethekam, H. Winter, Surf. Sci. 603
(2009) L23.

[17] P. Tiwald, A. Schüller, H. Winter, K. Tökesi, F. Aigner, S. Gräfe,
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[58] A. Jäckle, H. D Meyer, J. Chem. Phys. 109 (1998) 3772.
[59] E. Meyer, PhD thesis, Humboldt-Universität zu Berlin (2016).

9



[60] M. del Cueto, A. S. Muzas, T. J. Frankcombe, F. Martı́n, C.
Dı́az, Phys. Chem. Chem. Phys. 21 (2019) 15879.

[61] J. P Perdew, K. Burle, M. Ernzerhof, Phys. Rev. Lett. 77 (1996)
3865.

10


