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tion in monolayer MoTe2 through
tunneling tip-induced charging and theoretical
analysis
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Defects in transition metal dichalcogenides (TMDs) are pivotal in modulating their electronic, optical, and

catalytic properties. Investigating these defects is essential for advancing both fundamental knowledge

and practical applications. In this study, we examine the individual defects in a monolayer of MoTe2
supported on graphene grown on an Ir(111) substrate by means of scanning tunneling microscopy (STM).

Charging rings appear at distinct bias voltages, revealing ionization levels of doping centers located

either below or above the Fermi level. Although direct STM visualization of point defects was not

achieved, the combination of scanning tunneling spectroscopy (STS) and density functional theory (DFT)

calculations enabled the identification of the structural origins of the charge states. Our results

demonstrate a powerful tool for uncovering the electronic and structural characteristics of atomic-scale

defects in MoTe2, contributing to the understanding of defect-driven electronic properties in transition

metal dichalcogenides.
1 Introduction

Single atomic impurities within 2D semiconductor materials
have emerged as critical factors in determining their electronic
properties. The ability to control atomic defects and understand
their role in the optoelectronic structure, is then essential for
the practical application of these materials in next-generation
electronic devices.1 In transition metal dichalcogenides
(TMDs), chalcogen vacancies are common defects, oen leading
to the formation of anti-site defects that can accommodate
a variety of dopants. These defects are known to introduce new
electronic states within the bandgap,2 signicantly impacting
their carrier mobility and overall performance.3 In addition,
oxygen substitution has been demonstrated to be the most
abundant point defect in chemical vapor deposition (CVD)-
grown samples, effectively passivating the gap states.4,5 Recent
progress has been made in understanding the impact of point
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defects in TMDs, particularly in the 1H-MoX2 family (where X =

Te, Se, S). For example, a chalcogen vacancy in MoS2 and MoSe2
typically results in a change in the local electronic density of
states, which can further affect the material's conductivity and
reactivity6–10

Scanning tunneling microscopy (STM) has proven to be an
invaluable tool for identifying these atomic-scale defects,4,11 and
it has also been demonstrated that the charge state of individual
donors can be dynamically manipulated with high precision
using an STM tip,12 enabling detailed studies of defect behavior
at the atomic level. Notably, defects have been observed to adopt
negative charge states through tip-induced gating effects in
WSe2 grown on BLG/SiC(0001),13 PdSe2,14,15 or MoS2 16 crystals.

While considerable research has focused on transition metal
disuldes and selenides, transition metal tellurides have
received comparatively less attention. Here, we use an STM to
study the charging of single defects in a monolayer of MoTe2
supported on a graphene monolayer grown on the Ir(111)
surface. Differential conductance spectroscopy (dI/dV) reveals
charging rings at various bias voltages. The ionization levels of
the doping centers, located either below or above the Fermi
level, respond differently to applied bias voltages. Although
direct visualization of the point defects by STM has not been
achieved, the combination of scanning tunneling spectroscopy
(STS) measurements and density functional theory (DFT)
calculations allows us to deduce the structural origins of the
observed charge states.
Nanoscale Adv., 2025, 7, 5637–5645 | 5637

http://crossmark.crossref.org/dialog/?doi=10.1039/d5na00501a&domain=pdf&date_stamp=2025-09-09
http://orcid.org/0000-0003-2719-9323
http://orcid.org/0000-0003-2440-0909
http://orcid.org/0000-0002-9318-5846
http://orcid.org/0000-0002-7529-925X
http://orcid.org/0000-0003-0551-1603
http://orcid.org/0000-0002-7861-9490
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5na00501a
https://pubs.rsc.org/en/journals/journal/NA
https://pubs.rsc.org/en/journals/journal/NA?issueid=NA007018


Nanoscale Advances Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 9
/1

1/
20

25
 9

:5
5:

13
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
2 Methods

The sample preparation begins with the cleaning of the crystal.
First, the Ir(111) surface was prepared by three cycles of Ar+

sputtering followed by ash annealing at 1650 K, 1600 K and
1550 K. With this treatment a at and clean Ir(111) surface is
obtained. Then, in order to grow the graphene (gr) layer, the
sample is exposed to a partial pressure of 5 × 10−8 mbar of
ethylene (C2H4) while it is held at 1450 K during seven minutes,
resulting in a dosage of 12.6 L. Finally, the sample is held an
additional minute at 1450 K without the ethylene atmosphere in
order to homogenize the sample. This procedure results in
a complete monolayer of graphene on the Ir(111) surface with
the gr and Ir lattices aligned, leading to an incommensurate (9
× 9) moiré pattern.17

Aer the gr/Ir(111) preparation, MoTe2 was grown by
molecular beam epitaxy (MBE). Elemental Mo (99.9+% purity) is
evaporated from an e-beam evaporator while elemental Te
(99.999% purity) is evaporated using a resistive heating evapo-
rator. MoTe2 islands were grown by exposing the hot gr/Ir(111)
sample during 20 min to a Te : Mo ratio of the order of 12 : 1.
Depending on the sample temperature during the growth, we
have shown that two different phases can be obtained.18 Once
the growth was complete, the sample underwent a long
annealing step at the same temperature for about one hour.

The differential conductance (dI/dV) was determined using
lock-in detection of the AC tunneling current, achieved by
modulating the sample bias (763 Hz) measuring in constant
height mode with the feedback loop open. All measurements
were carried out at 1.2 K. STM images were analyzed using
WxSM19 and Gwyddion20 soware.

DFT calculations have been carried out using the PAW
method21 as implemented in the VASP package.22–24 We used the
PBE25 exchange–correlation functional, 400 eV for the plane
wave cut-off, and a 10−5 eV energy convergence criterion in the
electronic self consistent cycles. We also included the Tkatch-
enko–Scheffler26 van der Waals correction, which proved to be
very effective in reproducing the effects of weak dispersion
forces in hexagonal transition metal dichalcogenides
materials.27

The minimal (1 × 1) unit cell of 1H-MoTe2 contains one Mo
atom, which is located at the center of a triangular right prism,
whose vertices are occupied by Te atoms; in this way, a total of 2
Te atoms are contained in the (1 × 1) unit cell. For the defect
calculations, a convergence study has been carried out over the
lateral size of the supercell. We carried out calculations for (3 ×

3), (5 × 5), (7 × 7), (9 × 9), and (11 × 11) supercells, constructed
starting from the nominal optimized (1 × 1) unit. Once the
given defect was created, for the supercell size up to (7 × 7), we
have optimized the coordinates of all the atoms within a (5 × 5)
cell surrounding the defect. The (9 × 9), and (11 × 11) results
are obtained from single-point DFT calculation using the
coordinates of the (7 × 7) supercell and adding the additional
atoms in their nominal optimized positions. Finally, we also
took into account the effect of the supporting substrate. The gr–
Ir surface was modeled constructing a (10 × 10) graphene layer
5638 | Nanoscale Adv., 2025, 7, 5637–5645
over a (9 × 9) three-layer-thick Ir(111) slab, optimizing the
coordinates of all C atoms, and of the topmost Ir layer. The
nominal lateral size of the unit cell for this system, dictated by
the (9 × 9) Ir(111) substrate, is Lgr–Ir = 24.629 Å, which entails
a negligible stress on the graphene layer. We observe that the (7
× 7) MoTe2 supercell has a nominal lateral size of L(7×7)MoTe2 =

24.710 Å, which differs by less than 0.3% from the one of gr–Ir.
Hence we placed a (7 × 7) MoTe2 monolayer (with and without
defect) on one side of the gr–Ir system, using the L(7×7)MoTe2 and
re-optimized the Mo, Te and C atoms coordinates. All the
geometry optimizations have been carried out until the residual
force on the active atoms was lower than 0.01 eV Å−1. In all
calculations, we included at least a 20 Å vacuum region in the
out-of-plane direction. Depending on the lateral size of the
supercell, different k-point meshes have been adopted to
sample the Brillouin Zone, characterized by Dk # 0.1 Å−1.

A key factor in calculating the defect formation energy (cf.
eqn (3)) is the chemical potential of the added/removed atoms.
An upper limit (in absolute value) for this quantity can be
determined as the energy per atom in the most stable bulk
allotrope of the material. This can be estimated by a DFT
calculation using the same settings as given above, yielding
mDFTMo = −12.336 eV and mDFTTe = −3.371 eV. However, for our
particular case we need the values of the energy per atom of Mo
(EMo) and Te (ETe) in a MoTe2 compound in the hexagonal
phase. These quantities can be derived, for instance, from the
bulk 2H-MoTe2 system. In a bulk 2H-MoTe2 system, which
contains two Mo atoms and four Te atoms per unit cell, the total
energy per unit cell can be expressed as E2H-MoTe2 = 2EMo + 4ETe
+ DH, where DH represents the formation hentalpy of the
compound. By performing a DFT calculation of the bulk 2H-
MoTe2 we obtain the total energy for bulk MoTe2 at the DFT
level, EDFT

2H-MoTe2 , and the chemical potentials are then rened as
follows:

mTe ¼
EDFT

2H-MoTe2
� DHMoTe2

4þ 2
mDFT
Mo

mDFT
Te

¼ �3:282 eV; (1)

mMo ¼
EDFT

2H-MoTe2
� DHMoTe2

4þ 2
mDFT
Mo

mDFT
Te

mDFT
Mo

mDFT
Te

¼ �12:012 eV; (2)

where the experimental value28 DHMoTe2 = 0.936 eV is used as
the formation enthalpy of bulk MoTe2 in the 2H phase.
3 Results
3.1 STM-STS characterization

Recently, we have demonstrated the feasibility of phase engi-
neering of MoTe2, enabling the growth of islands in its semi-
conducting 1H phase.18 Fig. 1 presents an STM image of a 1H-
MoTe2 island, revealing linear defects oriented at 60° angles.
These one-dimensional defects are known as mirror twin
boundaries (MTBs), because they separate two domains that are
mirrored versions of each other. MTBs are a characteristic
feature observed in nearly all 1H-TMDs and are especially
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 (a) Left panel: STM image of a 1H-MoTe2 region with a high
density of MTBs (Vb = 1 V and It = 0.1 nA). Right panel: Zoom in on one
of the MTB-loops. (b) Individual dI/dV curves measured in the MTB-
rich region (red curve) and in the pristine 1H-MoTe2 region (black
curve). In the MTB region, the bandgap is reduced, and distinct in-gap
features are observed. Measurements performed at T = 1.2 K.

Fig. 2 (a) STM image (Vb = 0.5 V and It = 0.5 nA) where a grid spec-
troscopy (Vb = −0.5 V, It = 0.5 nA and Vmod = 3 mV) was measured.
From it, dI/dV curves at the locations of the red and blue circles in (a)
are extracted, where two narrow peaks can be seen. (c and d) are dI/dV
maps at the energies of the peaks from (b), where the charge rings are
clearly visible. (e) 2D representation of dI/dV curves taken along the
yellow arrows depicted in (b and c), where the color scheme repre-
sents the intensity of the lock-in signal. The displacement in energy of
the charging peaks (brighter features) as well as the ring diameters can
be tracked in this representation. Measurements performed at T = 1.2
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prevalent in those containing Mo.29 In the case of MoTe2, the
abundance of MTBs is particularly notable due to the facile
incorporation of excess Mo atoms into the lattice.29–31

As illustrated in Fig. 1, MTBs of varying lengths are observed,
with shorter boundaries being more prevalent. The high density
of these MTBs hampers the precise atomic identication of the
underlying 1H-MoTe2 lattice. However, within some of the
domains delineated by these MTBs (Fig. 1(a)), it is possible to
obtain atomically resolved STM images, as shown also in Fig. S1
in the SI. In these regions, the measured lattice constant is 3.45
± 0.09 Å, corresponding to the expected atomic spacing of the
1H-MoTe2 structure.

To investigate the effect of MTBs on the electronic structure
of 1H-MoTe2, we have carried out STS measurement on our
sample. The red curve in Fig. 1(b) is a dI/dV measurement cor-
responding to the le region shown in Fig. 1(a), which contains
a high density of MTBs. The black curve has been acquired on
pristine 1H-MoTe2 (right corner of the STM image in Fig. 1(a)),
and is used as reference. In both cases, we have a gap of around
2.0 eV, which allows us to observe that the MoTe2 monolayer is
slightly n-doped due, possibly, to charge transfer from defects.
The most notable difference between the two curves is the
presence of in-gap features within the semiconducting bandgap
in the MTB-rich area, including narrow peaks as illustrated in
the shorter-range STS shown in the inset of Fig. 1(b). Moreover,
a clear modulation of the local density of states (LDOS) along
each MTB is visible in Fig. 1(a) and S2 in the SI. This has been
reported and investigated before for MoTe2 and other molyb-
denum dichalcogenides29 and attributed to the formation of
a 1D Peierls-type CDW31,32 or Tomonaga–Luttinger liquid.33–35
© 2025 The Author(s). Published by the Royal Society of Chemistry
Additionally, in several 1H-MoTe2 islands, peculiar features,
at specic bias voltages, are observed in the STS. Fig. 2(a) shows
an island in which a grid spectroscopy measurement was per-
formed. In Fig. 2(b), the dI/dV spectra acquired at the locations
marked by the blue and red circles in Fig. 2(a) are reported.
These spectra, in addition to the MTB-related in-gap states,
exhibit very intense and narrow peaks at −255 mV and 262 mV.
We attribute these peaks to charged states, which are also
detected in the surrounding areas as bright rings that emerge at
particular bias voltages, as observed in dI/dV images at 308 mV
and −290 mV shown in Fig. 2(c and d), respectively. Note that,
due to the growth procedure, the vast majority of 1H regions in
our sample are MTB-rich18,29 and, hence, the STS data we use to
study the charging rings comes from them. However, based on
the similarities with the MoS2 system,16 we expect a similar
behavior in pristine 1H.

Interestingly, the diameter of the rings changes with the bias
voltage, increasing as the STM tip moves farther from the center
of the ring at a given tip-sample distance. A very direct way to
visualize this effect is by taking a line prole across both rings
(yellow arrows in Fig. 2(c and d)) and represent every dI/dV curve
along the line in a 2D plot as that shown in Fig. 2(e). The y-axis
indicates the distance from the beginning of the line prole
while the x-axis denotes the bias voltage, thus being the inten-
sity of the dI/dV signal represented by the color scale (brighter
means higher intensity). The positions of the peaks exhibit
a parabolic trend in this representation, indicating a shi in
energy as the tip moves farther away from the center.
K.

Nanoscale Adv., 2025, 7, 5637–5645 | 5639
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This kind of feature has already been observed in STM
experiments for a wide variety of systems due to the presence of
impurities or defects such as metallic adatoms on topological
insulators36,37 or graphene,38 organic molecules on hexagonal
boron nitride,39,40 vacancies on the surface of several TMD
crystals2,14–16,41 or individual point-defect states buried in the
bilayer WSe2.13 They are usually attributed to states lying inside
the semiconducting bandgap of the material. These defects
change their charge state due to the electric eld produced by
the applied bias voltage between the STM tip and the sample.
Specically, the electric eld created by the tip produces
a bending of the electronic bands of the material known as tip
induced band bending (TIBB).39 This bending also affects the
state of the defect, which changes its charge nature when the
respective band crosses the Fermi level39 as sketched in Fig. 3.
This crossing gives rise to sudden changes in the tunneling
current and, therefore, to narrow peaks in the STS signal, as
seen in Fig. 2(b). As the intensity of the electric eld depends on
the tip-defect distance, the strength of such bending will also
depend on the tip location, being maximum when the tip is
right on top of the defect (see Fig. 3(a and b)).

When the tip is located at a certain lateral distance from the
defect, the effect on the electronic state associated to the defect
(ED) is weaker: a stronger eld (higher bias voltage) is needed to
induce the crossing of the Fermi level. Therefore, for a given
sufficiently high bias, there exists a certain tip-defect distance at
which the latter gets charged, giving rise to the charging rings as
the one sketched in Fig. 3(c).
Fig. 3 Tip induced band bending (TIBB) and charge ring schemes. (a)
and (b) Schematic representation of the TIBB effect which bends the
band structure of the material (CB and VB) as well as those states
created by defects (ED) for positive (a) and negative (b) bias voltages.
The charge/discharge of those states occurs when it crosses the Fermi
level. (c) Schematic representation of the charge ring created by
a charge defect.

5640 | Nanoscale Adv., 2025, 7, 5637–5645
The diagrams in Fig. 3 further suggest that TIBB and the
appearance of the charging peaks is a threshold phenomenon.
This implies the existence of a threshold voltage at which the
defect state crosses the Fermi level, thereby altering its charge
state. This can be clearly visualized in the series of dI/dV images
given in Fig. 4(a–d). In Fig. 4(a), acquired at a bias voltage of
240 mV, the white circle highlights the position of a defect in its
natural state. As the applied bias voltage is increased, ED crosses
the Fermi level, giving rise to the charge peak, which appears as
a bright spot in Fig. 4(b). If the bias is increased further the
charging of the defects still takes place and the specic bright
peak associated to ED crossing the Fermi level happens for
a given tip-defect lateral distance, which in Fig. 4(c and d)
appears as a bright ring centered at the defect location and
characterized by a bias dependent diameter.

Fig. 4(e) presents the evolution of the ring diameter for seven
different charge states as encountered in Fig. 2(a) and in other
images acquired under similar conditions as Fig. S3. Although
several MTBs are present and they are metallic, the net charge
associated with them does not appear to be sufficient to induce
band bending, and the charge rings are not perturbed by their
local electrostatic environment. From the plot, it is clear that the
defects are in different initial states, since they appear at opposite
polarities (4 at positive and 3 at negative biases). The three defects
observed at negative biases appear to be of the same nature, as
they appear at the same bias ∼−0.26 V. Two of these defects
exhibit nearly identical bias-dependent slopes, indicating
comparable interactions with the local electrostatic environment.
However, the third defect displays a lower slope. This discrepancy
likely arises from differences in the tip shape. A blunter tip
distributes the electric eld more evenly over a larger area,
reducing the strength of TIBB and consequently, leading to
a more gradual expansion of the charge rings with bias. In
contrast, a sharper tip generates a more localized and intense
electric eld, leading to stronger TIBB. As a result, the charge
rings might show a steeper slope in diameter vs. bias. Similarly,
on the positive side of the graph, there is a pair of charge states
originating from the same type of defect, changing their charge
status at (Vb ∼ 0.26 V) and another pair that appears to be more
sensitive to TIBB, as they become charged at a lower voltage (Vb∼
0.1 V), while having a comparable slope to that of the other charge
states. Notably, when more than one charge ring appears at
unoccupied states, they overlap and interact, forming a common
wavefront. Fig. S3 illustrates a 1H-MoTe2 island with multiple
defects where a current imaging tunneling spectroscopy (CITS)
measurement was conducted. The corresponding dI/dV maps
reveal the overlapping of distinct charge rings associated with
different defects, suggesting that the defects belong to the same
layer. This contrasts with the case of PdSe2,14,15where charge rings
do not interact because they are produced by defects located in
different layers.
3.2 DFT calculations

To clarify the nature of the defects that give rise to the charging
peaks, we have performed DFT calculations. The rst output of
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Charge rings diameters in 1H-MoTe2. (a–d) dI/dVmaps showing the evolution of a charge state located at the center of the white circle in
(a) from its initial state to the charged one in which the charge peak appears as bright rings (set point Vb= 0.5 V and It= 0.5 nA). (e) Representation
of the diameters of the charge rings vs. voltage of seven charge states present in the grid spectroscopy of Fig. 2 and in other images acquired
under similar conditions as Fig. S3. Measurements performed at T = 1.2 K.

Paper Nanoscale Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 9
/1

1/
20

25
 9

:5
5:

13
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
the DFT study is the defect formation energy FEDef, which, for
neutral system is estimated as:42

FEDef ¼ EDef � ENom �
X

i

nimi þ E int
Def�Def (3)

In eqn (3) EDef and ENom are, respectively, the total energies of
the system with and without the defect; these two quantities are
directly obtained through DFT calculations. ni is a positive
(negative) integer, corresponding to the number of added
(removed) atoms of the ith species upon the formation of the
defect. These atoms are characterized by the chemical potential
mi, which can be estimated through DFT, as indicated in the
Methods section. Finally, EintDef–Def is the interaction energy
between defects. EintDef–Def is not known in principle and depends
on the typical distance between neighboring defects. In our case
the EintDef–Def contribution to the formation energy can be reduced
by increasing the size of the unit cell, inherent to the periodic
approach used in this work. Here, we set EintDef–Def = 0 in eqn (3)
and perform a convergence study on the lateral size of the
© 2025 The Author(s). Published by the Royal Society of Chemistry
supercell. Converged results are obtained when FEDef does not
change as the size of the supercell is increased. It is important
to point out that, given the denition in eqn (3), FEDef repre-
sents the energy absorbed by the system upon the formation of
the defect and it is, in general, a positive quantity. Defects with
low FEDef are energetically more probable.

In this work, we analyzed ve types of defects: (i) a Mo
vacancy; (ii) a Te vacancy; (iii) a Mo–Te substitution, where a Mo
atom is replaced by a Te atom; (iv) a Te–Mo substitution, where
a Te atom is replaced by a Mo atom; these exhaust all the
possibilities of point defects made of only one atom and
involving Mo and Te elements; (v) a Mo–Te inversion (where the
initial positions of a Mo–Te pair are swapped). Additionally, we
have considered the possibility of having (vi) Mo and (vii) Te
adatoms either on top of the MoTe2 surface or trapped between
MoTe2 and graphene. The presence of trapped charges has led
to charge rings due to the electrostatic interaction between
doping centers and, for instance, a monolayer of C60 molecules
supported on a thin Al2O3 lm on NiAl(110).43 Table 1 presents
Nanoscale Adv., 2025, 7, 5637–5645 | 5641
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Table 1 Formation energies FEDef in eV for different supercell sizes and defect types; for the MoTe2 supported by gr/Ir(111) the up (down) arrows
marks the result for the case in which the defect was facing the gr–Ir surface (vacuum), when applicable

(3 × 3) (5 × 5) (7 × 7) (9 × 9) (11 × 11) (7 × 7)/gr–Ir

(i) Mo vacancy 2.970 3.265 3.284 3.292 3.285 3.29
(ii) Te vacancy 2.560 2.478 2.475 2.485 2.459 2.62 ([) 2.55 (Y)
(iii) Te–Mo substitution 3.566 3.482 3.447 3.467 3.464 3.44
(iv) Mo–Te substitution 4.969 4.967 4.961 4.974 4.968 4.43 ([) 4.65 (Y)
(v) Mo/Te inversion 6.022 7.008 6.996 7.004 6.996 5.74 ([) 5.98 (Y)
(vi) Mo adatom 6.363 6.396 6.431 6.439 6.430 6.21 ([) 3.67 (Y)
(vii) Te adatom 0.881 0.930 0.937 0.936 0.939 0.97 ([) 3.57 (Y)

Fig. 5 DFT calculation results. DOS for the calculated defects in
a energy region close to the band gap. The Fermi level is set at the
midpoint of the gap.
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the formation energies of these defects and adatoms, calculated
using DFT with varying lateral supercell sizes for a freestanding
MoTe2 monolayer. The nal geometries for the (7 × 7) supercell
in a region close to the defect location and the adatoms
absorption sites are shown in Fig. S4 and S5 on the SI, respec-
tively. The nal column in Table 1 also provides DFT calculated
formation energies for defects and adatoms in a MoTe2
monolayer supported by a gr/Ir(111) surface. When applicable,
we examine both cases: when the defect is directly in contact
with the gr/Ir(111) surface and when it faces the vacuum.

The calculated FEDef shows that, for a (7 × 7) supercell, the
EintDef–Def interaction energy is negligible. Indeed, no signicant
differences are observed in formation energies across the (5 ×

5), (7 × 7), (9 × 9), and (11 × 11) supercells. Among the defects,
the Te adatoms on top of MoTe2 is the most stable followed by
the Te vacancy, with a formation energy of ∼0.9 and ∼2.5 eV,
respectively. The Mo vacancy and Mo–Te substitution have
similar formation energies, roughly 1 eV higher than that of the
Te vacancy. For comparison, the formation energy of a single
vacancy in silicon is ∼4 eV.44 A higher formation energy (∼5 eV)
was found for the Mo–Te substitution. Finally, the Mo–Te
inversion has the highest FEDef, among the defects analyzed in
this work. The gr/Ir(111) supporting substrate slightly affects
the formation energies, but it does not change the overall
energetic scenario in the case of the point defect and when the
adatoms are placed on top of the MoTe2 layer. The gr/Ir(111)
substrate, on the other hand, has a much stronger impact on
the FEDef in the adatom case when the adatom is trapped
between the MoTe2 and graphene layer. For the Te adatom, the
FEDef increases up to ∼3.6 eV. Interestingly, for the Mo adatom,
the defect energy is reduced by the substrate to ∼3.6 eV.

Fig. 5 reports the density of states (DOS) for the computed
MoTe2 (freestanding (7× 7) cell) in an energy region close to the
band gap (wide energy range DOS plots are available in Fig. S6 of
the SI). Notably, despite having the lowest formation energy
among all defects, the Te adatom does not introduce any in-gap
states in MoTe2. In all the other cases, the presence of the defect
induces the emergence of in-gap states, that appear as peaks in
DOS within the band gap. Interestingly, the DOS for the Te
vacancy defect has a single empty peak close to the bottom of
the conduction band. On the other hand, all the other defects
are characterized by multiple peaks in the gap region of MoTe2,
with some of these in-gap-states being lled and other empty.
The position and lling of these in-gap states can be, in
5642 | Nanoscale Adv., 2025, 7, 5637–5645
principle, inuenced by the presence of the supporting
substrate. The Ir substrate, being metallic, can act as a charge
reservoir, which can be efficiently transferred to the MoTe2 layer
by graphene, as shown in other graphene supported systems.45

However, as shown in Fig. S7 of the SI, the presence of the
substrate does not change signicantly the qualitative appear-
ance of the MoTe2 derived DOS. Apart from an overall
smoothing of the DOS features, we point out three main results.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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First, regardless of the position of the Te vacancy, this system
still has a clear empty state derived from the defect. Second, for
the Te–Mo substitution defect, charge transfer from the
substrate partially lls one of the in-gap states. Third, the Mo
adatom trapped has a DOS characterized by a lled mid gap
peak.
3.3 Discussion

MoTe2 exhibits a high density of MTBs due to its ability to
incorporate excess Mo and the low formation energy of these
defects;29 however, this does not preclude the presence of point
defects, which can still form and coexist with the MTBs. From
the experimental results collected in Fig. 2 and 4, we can
conclude that there are at least two types of defects in our
sample of 1H-MoTe2: one that accepts electrons and another
that loses them. Although multiple high-resolution STM images
have been taken in areas with charge states, the strong contri-
butions from the metallic MTBs make identifying the structural
nature of these charge states challenging. By only looking at the
formation energy, the Te adatom is the energetically favored
defect, but, since it does not have in-gap states, it cannot be
linked to the observed charging rings.

Based on the theoretical defect energy calculations, one can
imagine that Te vacancies are also very likely. Additionally,
experiments have also shown that chalcogen vacancies can be
created in various TMDs by annealing, which is a necessary
process during the growth of MoTe2. We further observe that
the Te vacancy defect is characterized by an empty in-gap state,
which can be lled by TIBB at positive biases. Assuming that the
charge defects observed at positive biases are of the same
nature, the variation in the TIBB suggests that the defects are
located at different vertical distances from the STM tip. The
defects that change the charge state at lower bias are likely
located in upper layers, while those that change at higher bias
are buried deeper, requiring a higher voltage to compensate for
the greater tip-to-defect distance in order to feel the same
electric eld. This requirement is also met by the Te vacancy
defect. For these reasons, we can assign the observed defect
with charging peaks at positive biases to Te vacancies.

The charging states at negative biases could tentatively be
assigned to the Te–Mo substitution.

Although both the Mo vacancy defect and the Te–Mo
substitution defect have relatively low formation energies, the
DFT calculated DOS for the Mo vacancy defect shows in-gap
states that are both lled and empty. It is important to stress
that such a defect would, in principle, exhibit charging states at
both positive and negative biases—a behavior that has not been
observed experimentally. However, the Te–Mo substitution
defect displays a state at negative bias and another slightly
above the Fermi level. As observed in the STS data of Fig. 1,
contrary to freestanding 1H-MoTe2, the system exhibits n-type
doping, likely due to charge transfer resulting from the pres-
ence of multiple metallic MTBs. This charge transfer could, in
principle, cause in-gap states computed to be slightly above the
Fermi level (see Fig. 5), actually be just below it. Consequently,
Te–Mo substitution defects would display only a lled in-gap
© 2025 The Author(s). Published by the Royal Society of Chemistry
state, leading to TIBB charging peaks at negative biases. We
observe that Mo adatoms trapped betweenMoTe2 and graphene
are also characterized by a lled in-gap state and have
a comparable FEDef to the Mo–Te substitution defect. In prin-
ciple, this type of defect is a good candidate for the TIBB
charging peaks at negative bias. However, this system is
unlikely to occur experimentally when growing the samples by
MBE. This is because during the deposition of Mo, the sample is
heated, which promotes the diffusion of atoms in the weakly
interacting graphene layer,46 favoring their incorporation into
the MoTe2 layer and reducing the chances of such trapping
occurring in the interface. Therefore, the charge states detected
at negative biases are most likely linked to Te–Mo substitution.

We nally point out that we have limited our analysis to
point defects made of Mo and Te atoms only. We cannot rule
out that other point defects are formed in our 1H-MoTe2 system
due to the presence of other elements and contaminants.
However we nd this possibility unlikely because MBE samples
have not been reported in the literature to contain other
contaminants, as is oen the case with CVD or transferred TMD
layers.4
4 Conclusions

The growth process of 1H-MoTe2 allows for the incorporation of
an excess of Mo atoms, leading to the formation of MTB-loops.
These loops exhibit charge modulation that complicates atomic
identication through STM. However, STS reveals several point
defects through the appearance of sharp and intense conduc-
tance peaks at both positive and negative bias polarities. The
evolution of these peaks with the bias voltage can be correlated
to a tip gating effect. While direct visualization of these defects
via STM has proven challenging, the combination of STS
measurements and DFT calculations provides critical insight
into their structural origins. Specically, the identied defects
are associated with Te–Mo substitution and Te vacancies in the
upper or lower chalcogen layers of 1H-MoTe2. The nature of
these defects can be inferred from their manifestation in the
form of rings in the dI/dV at negative or positive bias. Our
research presents a method for uncovering the electronic and
structural characteristics of atomic-scale defects in MoTe2. This
work contributes to a deeper understanding of how these
defects inuence the electronic properties of TMDs, paving the
way for future advancements in themanipulation and control of
defect-driven functionalities in these materials.
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